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Abstract

With the onset of the COVID-19 pandemic and resulting nation-state policies, economies on a global scale have experienced
an atypical recession, where sectors’ susceptibility to shocks and the shape of their recoveries depend on their reliance on
in-person contact, as opposed to sensitivity to real business cycles or income elasticities. On a state level in the United
States, the substitution effect for aggregate demand becomes prominent, while any income losses become compensated. With
the construction of a probabilistic event accounting for such substitution away from in-person services and towards remote
services, a parsimonious linear probability model (LPM) empirically establishes the association between US consumers’
COVID-related health concerns and the probability of such a substitution event occurring. Further principal component
analysis and random forest classification findings corroborate the structural validity of the LPM specification, lending support
to the central hypothesis.
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I. Introduction

Following the onset and spread of the COVID-19
pandemic and the corresponding measures taken
by nation-state-level sociopolitical institutions, var-

ious large economies experienced reductions in eco-
nomic activity as measured through GDP or its growth
rate. For instance, offline consumption in China re-
duced by over 1.2 percent of its 2019 GDP, during a
12-week period following the initial COVID outbreak
in Wuhan (Chen et al. 2021, pp. 308). In the EU, there
was an initial contraction in value-added terms (index
2015=100) by more than 11 percent in the second quar-
ter of 2020 (Canton et al. 2021, pp. 4). In the US—the
venue of focus for this paper due to the availability
of publicly accessible data and abundance of existing
literature—COVID-induced shocks started in the first
quarter of 2020 and reached -6.6 percent in terms of
real GDP growth rate; the shocks then worsened in
magnitude to -34.3 percent in the subsequent quarter
(Bekaert et al. 2020, pp. 13-14).

As opposed to a typical recession where various
sectors respond differently based on their sensitivity
to business cycles, the pandemic has heterogeneous
effects upon different sectors, contingent upon their
dependence on in-person contacts. Contact-intensive
sectors have suffered disproportionately in both the ini-

tial shock and recovery, whereas the effect can be miti-
gated in sectors where contactless interactions, such as
teleworking, are ready alternatives (Canton et al. 2021,
pp. 4). In the case of the US, a working paper with the
NBER by Chetty et al. (2022, pp. 10-11) constructed a
publicly available, granular-level dataset that includes
aggregated, anonymized data on credit and debit card
transactions of total US card spending through Affinity
Solutions Inc. The paper highlights that health concerns
towards oneself and others, rather than a loss of current
or expected disposable income, drove US consumers’
spending reductions—57 percent of which comes from
reduced expenditure on economic activities that neces-
sitate in-person contact (Ibid., pp. 18-19). Rather than
being predictable by the income elasticities of demand,
the changes in US consumer expenditure across vari-
ous categories of goods and services align with their
implied health risks. As such, the pandemic has al-
tered both the level and composition of US consumer
consumption, and the research question that naturally
follows this change is: To what extent could consumers’
COVID-related health concerns contribute to structural
changes in their demand, substituting away from in-
person services towards remote services, on a state level,
in the US?

While the existing consumer-level data and macroe-
conomic indicators both empirically corroborate the
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existence of a recession driven by a decrease in US
consumer demand, identifying the driving factors be-
hind this change has important implications for var-
ious economic agents in the economy. For firms, a
better understanding of the consumer’s decision prob-
lem throughout various stages of the consumption jour-
ney can help them better predict consumer behavior,
thereby obtaining comparative advantages (Safara 2022,
pp. 1526). On the other hand, for government and
sociopolitical institutions, identifying consumers’ confi-
dence or expectations as an essential source contribut-
ing to changes in aggregate demand could help with
constructing more appropriate policies, which are nec-
essary for post-COVID economic recovery and lasting
changes such as the green and digital transitions (Erik
et al. 2021, pp. 6-8).

Addressing the research question, the central hy-
pothesis is that due to COVID-related health concerns,
consumers substitute away from in-person services to-
wards remote services. Such a hypothesized substitu-
tion effect is likely manifested through a decrease in
consumer spending in in-person service categories and
a corresponding increase in remote ones. As an initial
step, separate multiple linear regression (MLR) ordinary
least squares (OLS) models are used to explain varia-
tions in either in-person or remote expenditure, using a
set of regressors that include survey-based, state-level
weighted aggregates gauging consumers’ health con-
cerns, entity- and time-fixed effects, as well as other
controls following literature. Then, a dummy variable
accounting for the event of the aforementioned substi-
tution effect occurring is constructed to associate both
remote and in-person expenditures (%∆) in the same
regression. A linear probability model (LPM), using
the same set of regressors as the MLR OLS models, is
implemented to explain such a binary outcome variable.
Whereas neither MLR OLS model is robust to the in-
clusion of a more comprehensive set of survey-based
independent (X) variables, the estimated coefficient on
the X variable avoid_contact in the LPM remains robust
to the exclusion of less strong explanatory X variables.
Further principal component analysis (PCA) and ran-
dom forest classification (RFC) findings corroborate the
feature importance of survey-based X variables and
justify the inclusion of other controls, thereby lending
support to the plausibility of the LPM specification
(structural validity) and the central hypothesis.

The rest of this paper is structured in the following
way. Section II summarizes the motivations drawn from
existing literature, as well as the study’s key contribu-
tions to it. Section III describes the main dependent
(Y) variables, independent (X) variables, and other con-

trols. It then outlines both the initial MLR OLS models
and the subsequent construction of a binary dependent
variable and the corresponding explanatory LPM. Sec-
tion IV presents the results, discussions, and robustness
checks for the aforementioned model specifications. Sec-
tion V lists potential further research directions. Section
VI concludes the paper.

II. Literature Review

The first strand of literature establishes the consumer
demand side of the economy as a self-contained sys-
tem, the outcome of which initiates subsequent impacts
on macroeconomic activities. Starting from general
considerations of consumer theories, when facing ex-
ogenous shocks (such as the pandemic) that exacer-
bate uncertainty, consumers would first substitute away
from immediate consumption in the current period and
move toward saving to buffer against unknown future
periods. This is empirically corroborated by a study
that uses US household-level Chase bank account data
and establishes that aggregate consumer consumption
expenditure fell by over 35 percent in March 2020, fol-
lowing the declaration of a national emergency in the
US (Cox et al. 2020, pp. 37). Such reductions in con-
sumer spending would then have downstream effects
on other agents and institutions in the economy. In a
study that explores nonparametric, non-Gaussian fea-
tures of macroeconomic forecast revisions to identify
the sources of the pandemic’s shock on inflation and
real GDP growth, Bekaert et al. (2020, pp. 13) attributed
about two-thirds 1 of the initial pandemic-induced de-
cline in US economic activities to negative aggregate
demand shocks.

A secondary order of negative shocks may also ar-
guably emerge, as recessions are typically associated
with increased unemployment and subsequent decrease
in consumers’ disposable income. However, in the case
of the US, on a state level, this downward-spiral mech-
anism was effectively mitigated by the government’s
fiscal responses shortly after the onset of the pandemic.
With liquidity injection to households and firms, ar-
rangement of automatic stabilizers such as unemploy-
ment benefits, and fiscal stimuli from the Treasury, some
might even argue that relatively low-income house-
holds’ disposable income has actually increased (Chetty
et al. 2022, pp. 41). As the consumers’ purchasing
power remains de facto nearly unchanged, the US case
constitutes an empirically observed Slutsky compen-
sated price change. This helps attenuate any second-
order negative effect on expenditure reduction from

1-4.3 percent out of a total of -6.6 percent.
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loss of current or expected income, and theoretically re-
solve endogeneity concerns from other macroeconomic
entities beyond the scope of this study. Together, the
two strands of literature cited above thereby justify the
study’s unique focus on the microeconomic side of the
US economy throughout the pandemic.

The last strand of literature suggests that in some
cases, consumers’ health concerns affect (changes in)
their demand through a different channel than that
of actual, realized COVID incidence. On an aggre-
gate, macroeconomic level, consumers’ anticipation and
confidence play an important role in economic recov-
ery—such that optimistic estimates may provide under-
lying conditions conducive to a more rapid recovery
than average (Bekaert et al. 2020, pp. 15). Other organi-
zations such as the OECD have also highlighted factors
such as consumer confidence, perceived health risks,
government containment measures and policy support,
and the adaptability of firms in readjusting and meet-
ing demands, in determining the pace of recovery for
various economies (OECD, 2020). In the case of China,
using comprehensive consumer offline transactions cap-
tured by UnionPay POS machines and QR scanners
around the lockdown of Wuhan in 2020, Chen et al.
(2021, pp. 308) empirically establish that consumers’
willingness to consume is “independent of the effect
of supply disruptions or negative income shock”. My
own study thus seeks to explore similar relationships
in the context of the US, on the state level.

The paper contributes to the existing body of lit-
erature in the following ways. Firstly, to the best of
the author’s knowledge, the study will be the first of
its kind to incorporate a broad spectrum of publicly
available datasets, merge or aggregate (using sample
weights provided) such data on the US state level, as
the baseline for correlation inferences between US con-
sumers’ health concerns and changes in their expendi-
ture patterns. Many of the existing studies cited above
make use of privileged data with very limited acces-
sibility and replicability. The granularity of the data
used here, publicly accessible through datasets hosted
via independent institutions such as GitHub, Google,
and the US CDC, helps ensure the robustness of sta-
tistical inferences made in this study and the ease of
replication or extension studies. The choice of using
such data further calls upon relevant international en-
tities to make anonymized, aggregate-level data more
readily available and easily accessible, for the purpose
of student research or big data practices.

The paper also organically combines various meth-
ods across the existing body of literature—notably ap-
plying the coexistence of respondent-level surveys and
aggregate-level transaction data currently used to es-

timate marginal propensities to consume (MPCs) in
the context of substitution effects in consumer demand
(Baker et al. 2020, pp. 3-4). While consumer health-
related anticipations can be proxied through nation-
ally representative surveys (Ibid.), transaction data can
also capture the in-flow funds of financial institutions.
Therefore, though the focal scope of this study is mi-
croeconomic in nature, it still indirectly accounts for
underlying macroeconomic institutions and structures.

Last but not least, to the best of the author’s knowl-
edge, this study is also the first of its kind to empirically
establish that US consumers’ COVID-related health con-
cerns operate on a unique channel than other confound-
ing explanatory factors (see section III.I.3 below). It also
newly proposes a probabilistic event of the theorized
substitution effect occurring and finds its statistically
significant association with measures of consumer’s
health concerns. Distinguishing health concerns from
actual (realized) COVID disease incidence is essential,
as those disparate explanatory factors could entail very
different policy implications.

III. Data and Methodology

I. Data

I.1 Main Explained (Y) Variables

The dataset for the explained (Y) variables originates
from the main paper by Chetty et al. (2022, pp. 10-11),
who constructed publicly available panel data series,
down to the ZIP code level, on a daily basis from 2020-
01-13 to 2021-12-10 (698 days). The specific dataset con-
taining aggregated, anonymized US consumer spend-
ing data was collected by the company Affinity Solu-
tions Inc., and is representative of total US consumer
card spending (Ibid.). Due to the susceptibility of high-
frequency transactional data to noises and cyclic fluctu-
ations, Chetty et al. (2022, pp. 9) have already cleaned
the data using standard measures such as imposing con-
tinuity where large or discrete jumps are found, smooth-
ing extrema fluctuations through the implementation
of 7-day moving averages, as well as deseasonalizing
the series by normalization. Additionally, with con-
siderations of confidentiality, the units are reported as
percentage changes (%∆) relative to the variables’ mean
values in January 2020 as opposed to the actual levels
(Ibid.). The aforementioned public dataset is published
on GitHub by Opportunity Insights at https://github.
com/OpportunityInsights/EconomicTracker.

The data for US consumer spending (%∆) is avail-
able at the city, county, and state levels. However, for the
city level, only the total aggregate spending is reported,
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and breakdowns of spending by categories (types of
goods and services) are not available. For the county-
level data, the number of distinct observations over
time is only 53, which is nearly the same as that for
the state-level 2 data. With further consideration that
the most disaggregated level for many of the control
variables would be available only on the state level, the
entity index, i, is set on the state level, for all i ∈ {50
states & Washington D.C.}.

Within the state-level dataset of credit/debit
card transaction data collected by Affinity Solu-
tions Inc., the two variables of interest are natu-
rally spend_remoteservices, which measures consumer
spending in remote services3, and spend_inperson,
which measures consumer spending in in-person ser-
vices4. These two broad categories constitute an in-
termediate level of aggregation, as determined by the
company Affinity Solutions Inc., and are also justified
in the main paper’s descriptive statistics and visualiza-
tions of the changes in US consumer card expenditures
across sectors (Chetty et al. 2022, pp. 18).

As the outcome variables of interest for the initial
separate regression models are spend_remoteservices
and spend_inperson, it would be instructive to first
obtain a visual representation of the density distribu-
tion for both of them, overlaid against each other, as
illustrated in Figure 1 below:

In Figure 1 above, descriptively, one can iden-
tify a shift in distribution from spend_inperson to
spend_remoteservices, on a state level, in the US, such
that the mean of the former (colored in red) is negative
and that of the latter (colored in green) is positive, and
the distribution of the former appears more spread-
out (with a larger standard deviation) than the latter.

These visual observations can be corroborated by the
summary statistics for both aforementioned variables
as reported in Table 1 below:

I.2 Main Explanatory (X) Variables and Processing

The dataset for the key explanatory (X) variables of in-
terest is also publicly available at https://github.com/
YouGov-Data/covid-19-tracker (Jones 2020), and
comes from nationally representative surveys of var-
ious countries (including the US) about COVID-related
symptoms, COVID testing, self-isolation, social distanc-
ing, and behaviors. The surveys were conducted by
Imperial College London, in conjunction with YouGov;
the data are anonymized but available on the respon-
dent level—each row of the raw dataset accounts for
one individual who responded to the survey at a given
point in time. A sample weight variable is also included
in the dataset (under the variable label weight), based
on the age, gender, and region of each respondent. This
approach of merging results from nationally represen-
tative surveys that gauge consumers’ anticipations and
concerns to explain outcomes in the format of transac-
tion data follows the precedence of Baker et al. (2020,
pp. 5). This paper extends the original study’s method
from the context of estimating consumers’ marginal
propensity to consume (MPC) to inferences regarding
the impacts of their COVID-related health concerns on
expenditure.

Based on the discussion of relevant literature in
section II above, Table 2 below lists several key survey
question variables of interest, where those under the sec-
tion “Starting X-vars of interest” constitute the initial set
of survey-based X variables of focus, to be denoted as
S1

it := {wear_mask, avoid_work, avoid_shop, eat_sep}
as the main explanatory variables of the initial MLR
OLS models. Those under the other section, “Addition-
ally possible X-vars”, characterize a more comprehen-
sive additional set of survey-based consumer behavioral
variables that measure individual health concerns to-

2A total of 51 entities that include the 50 US states and Washington D.C.
3This includes the following merchant category codes (MCCs): ADM administrative and support and waste management and remediation

services; EDU education; FIN finance and insurance; INF information; PST professional, scientific, and technical; PUB public administration;
and UCM utilities, construction, and manufacturing.

4This includes the following MCCs: ACF accommodation and food services; HCS healthcare and social assistance; AER arts, entertainment,
and recreation; TWS transportation and warehousing; REN rental and leasing; REP repair and maintenance; and PLS personal and laundry
services.
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ward self and others, to be denoted as

S2
it := {will_isolate, sanitizer, avoid_contact, avoid_out,

avoid_guest, avoid_small, avoid_mid, avoid_large}

so that in the subsequent robustness checks for the ini-
tial model estimations, the set of all main explanatory
variables is Sit := S1

it ∪ S2
it.

Note that the first labels with numbers are the
variable labels as coded by the original survey and
dataset, and the labels inside the brackets afterward
are new, mnemonic names to facilitate interpretation.
Note also that all variables listed in Table 2 above
are categorical variables that take on a finite set of
string values with their corresponding numeric val-
ues: for all responseit ∈ Sit \ {will_isolate}, responseit ∈
{“Always”, “Frequently”, “Sometimes”, “Rarely”,
“Not at all”}, on a corresponding Likert scale of 1-5
by survey construction. For the variable will_isolate,
responseit ∈ {“Yes”, “No”, “Not sure”}, with the corre-
sponding numeric values of 1, 2, and 99. Nonethe-
less, as the responses associated with will_isolate cor-
respond to a binary variable, the mapping is further
linearly transformed for this study, such that the corre-
sponding value for “Yes” is 1, that for “No” is 0, and
that for “Not sure” is NumPy.NaN (in Python), for ease
of operation and interpretation. See Table 3 below for
the summary statistics of all aforementioned survey-
based X variables, after each responseit has been con-
verted to its corresponding numeric value as detailed
above. The first four rows describe variables in the set
S1

it, the subsequent eight rows describe those in the set
S2

it, and the last row summarizes the aforementioned
sample weight variable weight.

Among the variables on the 1-5 Likert scale
(the set Sit \ {will_isloate}), eat_sep has both the
highest mean and median (50% percentile) values,
whereas avoid_contact has the lowest mean, and both
wear_mask and avoid_large share the lowest median
along with avoid_contact. For the single variable
will_isolate that is mapped into a binary variable, the
mean value is 0.7311, which implies that 73.11% of all
respondents in the survey would isolate themselves in
the next seven days, after feeling unwell or experienc-
ing the new symptoms as listed in the corresponding
survey question.

As the area of the study is US states, it naturally
follows that these variables can be further aggregated
into state-level variables by: 1) mapping each response
from string format into integer numeric format, so that
the variables are now ordinal categorical variables; 2)
aggregating by summing the integer-valued responses
of individuals who answered at a given time t, in a
given state i, weighted by the aforementioned sample
weight variable under the label weight (so that the state-
level aggregates are not biased). This way, each survey
question listed in Table 2 and the sets defined above are
bijectively mapped to one state-level aggregate ordinal
categorical variable. Let us overload the notation Sit so
that it also denotes the vector(s) consisting of all such
state-level aggregates.

Nonetheless, due to the use of the sample weight
variable, weight, to adjust for population representative-
ness, each outcome state-level aggregate is no longer
on the same Likert scale as previously in the individual
responses to the survey questions. Rather, the numeric
values, on the adjusted scale, have no intrinsic meaning,
and any final interpretation must re-adjust and account
for those weighted scales. Hence, after arriving at a
final model that is robust and ready for conclusive in-
terpretations, we will need to normalize all explanatory
variables so that the coefficients can be readily inter-

5The most up-to-date data tracker can be accessed at https://covid.cdc.gov/COVID-data-tracker/#cases_newcaserateper100k
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preted in terms of changes in standard deviations. The
summary statistics for all survey-based state-level ag-
gregate ordinal categorical variables are reported in the
respective columns in Table A.1 of Appendix A.

I.3 Other Control Variables and Merging

The first set of additional control variables are COVID
incidence data reported by the US CDC5, which in-
clude the numbers of total cases (tot_cases), new cases
(new_cases), total deaths (tot_deaths), and new deaths
(new_deaths), readily available on the US state level
(CDC, 2023). The incorporation of COVID incidence
controls into regression models follows the approach
of Chen et al. (2021) and Carvalho et al. (2021) and
accounts for the part of variations in the outcome ex-
penditure variables uniquely explained by the actual
realization of COVID cases (% ∆). Therefore the source
of confounding effects upon the estimated relationship
between the outcome and consumers’ COVID-related
concerns is mitigated. For the purpose of this study, the
publicly available historical records dataset is used6

The second set of additional control variables comes
from the Google COVID-19 Community Mobility Re-
ports7, which document changes in activity trends over
time, is aggregated at various geopolitical levels, and
is also categorized under different types of locations
(Google LLC, 2023). Accounting for any substitution
effects due to changes only in consumers’ physical ac-
tivity routines, the dataset reports percentage changes
in US state-level aggregate mobility trends from the
baseline8, for locations under the categories of retail &
recreation (retail_recreation), grocery & pharmacy (gro-
cery_pharmacy), parks (parks), transit stations (tran-
sit_stations), workplaces (workplaces), and residential
(residential) (Ibid.). Existing literature uses the Mobility
Reports as a proxy for the amount of time that con-
sumers spend outdoors (Chetty et al. 2022, pp. 19),
and found significance in the estimated coefficient of
(private) bank transaction data on workplaces and tran-
sit_stations in the case of Spain (Carvalho et al. 2021,
pp. 10).

The third and final set of additional controls in-
cludes dummy variables constructed as indicators for
the implementation of state-level COVID-related poli-
cies. Following Carvalho et al. (2021, pp. 2-4), policies
that involve opening and closing establishments are
incorporated as the policy controls of particular focus.
The cross-sectional dataset for such policies comes from

the COVID-19 US State Policy (CUSP) database hosted
by Boston University (Raifman et al. 2020). The US
state-level data under the “Closures & Reopening” tab
is used, and corresponding binary variables are con-
structed for each policy. For each state, the row observa-
tions with dates before the implementation of the policy
in that corresponding state are assigned a value of 0.
Those with dates on and after are assigned a value of 1.
If there is no available information regarding the date of
policy implementation for that state, then NumPy.NaN
(in Python) is used as an indicator for missing data.

The summary statistics for all aforementioned ad-
ditional control variables are reported respectively
throughout Tables A.2-A.4 in Appendix A. Finally, the
main data frame, containing both main Y (detailed in
section III.I.1 above) and X (detailed in section III.I.2
above) variables, is left-merged with all these datasets
of additional control variables, using the double indices
of t (datestamp) and i (state) that together characterize
the panel data structure.

II. Initial MLR OLS Models

As an initial step, two separate multiple linear re-
gression (MLR) ordinary least squares (OLS) mod-
els are used to explain the two outcome variables
Yit ∈ {spend_remoteservicesit, spend_inpersonit}:

Yit = α0 + β · Sit + γ · COVIDit + λ · Policiesit

+µ · Mobilityit + Xi + Tt + ϵit

Where i (entity index) ∈ {50 states & Wash-
ington D.C.}, t (time index) is (on a daily
basis) from 2020-01-13 to 2021-12-10; Yit ∈
{spend_remoteservicesit, spend_inpersonit} as defined
in section III.I.1; Sit is the vector of survey-based,
state-level weighted aggregates quantifying consumers’
health concerns as defined in section III.I.2; COVIDit
is the vector of COVID incidence controls, Policiesit
is the vector of (state-level) COVID-related policy con-
trols, Mobilityit is the vector of mobility controls from
Google’s COVID-19 Community Mobility Reports, all
three of which are defined in section III.I.3; Xi and Tt
are the entity (state) and time (day) fixed effects, respec-
tively.

More specifically, the starting set of two initial sepa-
rate MLR OLS models includes:

spend_remoteservicesit = α0 + β ·S1
it +γ ·COVIDit (1.1a)

+λ · Policiesit + µ · Mobilityit + Xi + Tt + ϵit (1.1b)
6The historical records dataset, on a weekly frequency, can be accessed and downloaded at https://data.cdc.gov/Case-Surveillance/

Weekly-United-States-COVID-19-Cases-and-Deaths-by-/pwn4-m3yp
7Accessible at https://www.google.com/covid19/mobility/.
8The baseline is the median value, for the corresponding day of the week, during the 5-week period Jan 3–Feb 6, 2020.
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And

spend_inpersonit = α0 + β · S1
it + γ · COVIDit (1.2a)

+λ · Policiesit + µ · Mobilityit + Xi + Tt + ϵit (1.2b)

Whereas the set of two separate MLR OLS models
for robustness checking includes:

spend_remoteservicesit = α0 + β · Sit (2.1a)

+γ · COVIDit (2.1b)

+λ · Policiesit + µ · Mobilityit + Xi + Tt + ϵit (2.1c)

And

spend_inpersonit = α0 + β · Sit + γ · COVIDit (2.2a)

+λ · Policiesit + µ · Mobilityit + Xi + Tt + ϵit (2.2b)

Where, as already defined in section III.I.2 above,
S1

it is the set of the main state-level aggregate explana-
tory X variables for the initial MLR OLS models, and
Sit = S1

it ∪ S2
it is the set of all (state-level aggregate) ex-

planatory variables for robustness checks of those two
separate initial MLR OLS models.

The choice of the MLR OLS model follows Carvalho
et al. (2021, pp. 6), where an outcome variable in the
form of a first-order difference9 can be explained using
COVID-related explanatory variables such as lockdown
policy dummy variables and daily COVID incidence.
The key independent variables consist of nationally
representative, survey-based consumer behavioral vari-
ables that measure individual health concerns toward
self and others. This follows from Baker et al. (2020, pp.
3-4), which proxies consumer expectations10 through
nationally representative surveys and combines such
data with transaction records to derive more precise es-
timates of the marginal propensity to consume (MPC).
The inclusion of fixed effects follows from Cox et al.
(2020, pp. 51), where entity- (each state, thus account-
ing for the location) and time-fixed effects both incor-
porate the unobservable or unmeasurable variables and
account for heterogeneity11 by income or location.

III. Dummy Y Variable and LPM

An important limitation to the two separate MLR OLS
models outlined in section II above—either the set of
initial models (1.1) and (1.2) or the subsequent sets of
robustness checks (2.1) and (2.2)—is that the two mod-
els are separate and not directly comparable or related.

This is a significant shortcoming that needs to be ad-
dressed, as the two separate models may only each
address one of two separate and independent hypothe-
ses:

H1a: a decrease in in-person expenditures (%∆)
H1b: an increase in remote expenditures (%∆)
And cannot answer the (one) central research hy-

pothesis regarding the substitution effect:
H1: a decrease in in-person expenditures (%∆) and

a corresponding increase in remote expenditures (%∆)
⇔ a substitution away from in-person and towards

remote expenditure (%∆)
It is hence instructive to construct a variable that

can relate both remote and in-person expenditures
(%∆) in the same regression. Let us denote Y1:=∆
spend_remoteservices, and Y2:=∆ spend_inperson. The
central hypothesis theorizes a substitution away from
in-person (Y2) and towards remote (Y1) expenditure
(%∆) , which implies a higher ∆ spend_remoteservices
(Y1) than ∆ spend_inperson (Y2). And on relative terms,
this exactly corresponds to the probability event (Y1 >
Y2) ⇔ (Y1 - Y2 > 0).

Thus, on the basis of the existing two Y variables
(spend_remoteservices and spend_inperson), we construct
a new binary dependent Y variable — a new column
variable with the same t and i indices and thus the
same panel data structure — Remote_g_InPersonit, that
is equal to 1 if Y1 > Y2 (i.e., ∆spend_remoteservices >
∆spend_inperson) and 0 otherwise. Please refer to Ap-
pendix B for a more detailed proof of why this construc-
tion uniquely corresponds to the Research Question
(RQ) and central hypothesis. As all other components
of the complete data frame remain unchanged, this new
Y variable Remote_g_InPersonit, is explained using the
same sets of X variables (III.I.2) and additional controls
(III.I.3), and can be characterized by:

Remote_g_InPersonit = α0 + β · Sit + γ · COVIDit + λ·

Policiesit + µ · Mobilityit + Xi + Tt + ϵit (3)

Since the outcome variable, Remote_g_InPersonit, is a
binary variable, the updated regression model as out-
lined in equation (3) above is effectively a linear prob-
ability model (LPM), where the estimated coefficients
on the X and control variables account for marginal
changes in the probability of the substitution event
Remote_g_InPersonit occurring.

9Y-o-Y growth rate in the original paper; percentage changes from baseline in the context of this study.
10Regarding unemployment, salary cuts, tax increases, benefit cuts, stock market performance, and the duration of the pandemic (Baker et al.

2020, pp. 3-4).
11Which are likely fixed for each state (entity) for the duration of this study.
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IV. Results and Discussion

I. Separate MLR OLS Models and Robust-
ness

We start with discussions on estimates of the two sepa-
rate MLR OLS models as characterized in section III.II
above. For the first round of initial results, only the
restricted subset of survey-based variables, S1

it, is used.
As illustrated in the left panel12 of Table 4 below, even
after controlling for all vectors of confounders as sug-
gested by existing literature, the estimated coefficient
of spend_remoteservicesit on wear_maskit remains
statistically significant at the 10% level (p = 0.057). On
the other hand, for the other separate model explain-
ing spend_inpersonit, after accounting for COVIDit,
Policiesit, and Mobilityit (as well as i and t fixed
effects), the consumer health concern-related variables
are no longer significantly explanatory of variations in
the outcome, as illustrated in the right panel13 of Table 4
below. The R2

adj is expectedly quite high for both model

estimates (R2
adj = 0.847 for (1.1) and R2

adj = 0.966 for
(1.2)) due to the inclusion of both time- and entity-fixed
effects.

Nonetheless, for the model explaining
spend_inpersonit (1.2), the estimated coefficients on other
control variables corroborate the findings from existing
literature cited above. The estimated coefficients on all
closing-related policy dummy variables are negative
and significant; those on opening dummies are positive,
but few are significant—except for other non-essential
retail with a negative and significant coefficient. The

estimated coefficients on COVID cases and rates are
negative and significant, but interestingly, that of the
total number of deaths is positive. Lastly, for the Google
Mobility Reports, the estimated coefficients on retail
& recreation and workplaces are positive and significant;
those on parks and transit stations are negative and
significant. The significance of the estimated coefficient
on workplaces and transit stations previously established
in the case of Spain by Carvalho et al. (2021, pp. 10)
thus also applies in this context.

The empirical findings above then lend support to
the plausibility of the model specifications, and we
are ready to proceed by first examining the robustness
of the estimated coefficient of spend_remoteservicesit on
wear_maskit. Theoretically, prominent sources of endo-
geneity are already mitigated to the best extent possible
and reasonable. Second-order negative effects on expen-
diture reduction from the loss of current or expected
income are already mitigated by the US fiscal responses
to the pandemic (Chetty et al. 2022, pp. 41; Chen et al.
2021, pp. 308). Potential omitted variable bias (OVB) by
income quartile and populations, a source of concern
identified by studies like Cox et al. (2020, pp. 51), is not
applicable in the context of this study. As the timespan
is relatively short (less than two years), and the level
is on US states and not counties or ZIP codes—such
sources of OVB or heterogeneity are likely fixed for
each state for the duration of the study, and thus ab-
sorbed by the state fixed effects Xi. Thus, the focus
would mainly be on expanding the set of survey-based
X variables, from S1

it to Sit, to ensure its representative-
ness as a measure of state-level, aggregate consumer
concerns.

However, as illustrated in Table 5 in the appendix14,
upon the inclusion of the entire set of all possible
survey-based variables of interest—characterized by
the vector Sit as defined in the last paragraph of section
III.I.3—the estimated coefficients of either Y variable
on the survey-based variables become not significant
at any commonly used level. In other words, neither
initial MLR OLS model is robust to the inclusion of
additional survey-based X variables. Based on such
empirical findings, the LPM characterized in section
III.II above then becomes necessary to address the RQ
and central hypothesis.

12Estimates for the model in equation (1.1).
13Estimates for the model in equation (1.2).
14The left panel corresponds to the estimates for the model in equation (2.1); the right panel corresponds to the estimates for the model in

equation (2.2).
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II. Parsimonious, Normalized LPM

As illustrated in the left panel of Table 6 below, the
estimates of Remote_g_InPersonit on the full set of re-
gressors—corresponding to the model outlined in equa-
tion (3)—appear to already lend support to the hy-
pothesis, as the estimated coefficient on avoid_contact is
positive and significant at the 5% level. We then pro-
ceed to derive a parsimonious LPM model to explain
Remote_g_InPersonit, starting with the extended set of
survey-based independent (X) variables, Sit. Less strong
explanatory survey-based X variables, as characterized
firstly by the p-value and then by the magnitude of the
estimated coefficient, are excluded from the model. In
the end, we derive a parsimonious LPM, where the es-
timated coefficient on avoid_contact remains essentially
unchanged (from 0.0124 in the full model to 0.0128 in
the parsimonious LPM) and still significant at the 5%
significance level.

The R2
adj measure actually slightly increased follow-

ing this process, as it penalizes for the overfitting of too
many independent variables that are not contributing
to the explanatory power of the model. This process
of deriving the parsimonious LPM, as illustrated in the
right panel of Table 6 above, characterizes the first step
of the robustness checks for the estimated coefficient on
avoid_contact—robust to the exclusion of less strongly
explanatory independent variables.

Referring to previous discussions in section III.I.2
regarding re-adjusting the sample-weighted scale for
the state-level aggregate X variables (as also illustrated
in Table A.1 of Appendix A), and for more meaningful
and straightforward interpretation, we further normal-
ize all variables 15 involved in the LPM for statistical
inferences in terms of standard deviation. The regres-
sion table for the normalized, parsimonious LPM is
reported in Table 7 below; ceteris paribus, on average, on

the US state level, 1 standard deviation increase in con-
sumers’ frequency of avoiding contact with people who
have symptoms or whom they believe may have been
exposed to the coronavirus, is associated with a 0.1371
standard deviation increase in the probability of the
substitution event as theorized in the central hypothesis
occurring.

III. Additional Robustness Checks for LPM

In the previous process of deriving the parsimonious
LPM, the estimated coefficient of Remote_g_InPersonit on
avoid_contact is both established as statistically signifi-
cant for the comprehensive set of all pertinent state-level
survey-based X variables gauging US consumer’s health
concerns and robust to the exclusion of less strongly
explanatory X variables. For subsequent robustness
checks, we will borrow concepts in machine learning to
further corroborate the plausibility of the LPM model
design, thereby inferring structural validity, following
Lu and White (2014).

III.1 Principal Component Analysis (PCA)

The method of principal component analysis (PCA) is
especially applicable in large datasets with many regres-
sors, as it implements dimension reduction upon the
dataset such that the resulting principal components
(PC) correspond to coordinates of an orthogonal linear
transformation of the original data (Jolliffe and Cadima

15Without normalizing dummy variables
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2016, pp. 2). While this approach helps preserve the
most meaningful and strong explanatory variations in
the set of regressors, the process of projection implies
that we cannot know exactly where each PC comes
from, but can only infer based on how strongly each
PC is correlated with each explanatory (X) variable.

In the normalized LPM (the estimates for which
are reported in Table 7 above), there are a total of 767
explanatory variables, including time- and entity-fixed
effects. As illustrated in Figure 2 above, dimension
reduction is only meaningful until 101 PCs—then no
reduction can be implemented and all variations are
preserved; the cumulative explained variance increases
most rapidly for the first 2 PCs, and then almost linearly
in the number of PCs. For the purposes of this exercise,
we will focus on the first 3 PCs.

As illustrated in the three respective panels in Table
8 below, the first PC (7.65% variance explained; leftmost
panel) is very strongly correlated with survey-based
variables which include avoid_contact; then it is also cor-
related with both time- and entity-fixed effects. The sec-
ond PC (6.78% variance explained; middle panel) is very
strongly correlated with time-fixed effects (especially
2020-03-05), Google Mobility Report controls, survey-
based X variables, and entity-fixed effects. Lastly, the
third PC (2.23% variance explained; rightmost panel) is
correlated with controls from Google Mobility Report
and COVID incidence, and both time- and entity-fixed
effects. From the fourth PC onwards, the variance ex-
plained is less than 2% and linearly decreases in the
number of PCs as aforementioned in Figure 2 above
and thus is not reported in the table.

III.2 Feature Importance Metric Using Tree-Based
Classifier

Considering that the explained variable
Remote_g_InPersonit is a binary variable, an alternative
method to directly rank the importance of the current
set of explanatory variables in the LPM is using a tree-
based classifier such as the random forest classifier in
Python’s scikit-learn library (Pedregosa et al. 2011). To
mitigate the issue of overfitting inherent in decision
trees, a train-test split is first implemented, with the
test size equal to 25% of the data, and a random state of
0 (for replicability purposes). As n_estimators, the pa-
rameter for the number of decision trees in the random
forest classifier is a hyperparameter, we first determine
its optimal value using cross-validation with 5 groups.
Subsequently, we instantiate the optimal classifier with
the derived optimal hyperparameter, fit the train data,
and rank the feature importance score for each X
variable through the feature_importances_property that
reports the Gini importance (Ibid.).

10
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As illustrated in Figure 3 above, in this specific in-
stantiation of the random forest classifier (with optimal
hyperparameter n_estimators = 137), and with the spe-
cific aforementioned random state and test size of the
train-test split, the additional control variables—firstly
those from the Google Mobility Report, followed by
the CDC COVID incidence data and finally closing-
related policies—as well as the time- and entity-fixed
effects have the strongest feature (Gini) importance.
Nonetheless, avoid_contact still ranks as the most im-
portant explanatory variable out of all survey-based X
variables.

IV. Discussions and Limitations

With the construction of the binary variable
Remote_g_InPersonit and the corresponding LPM that
directly address the single central research hypothesis,
we start from a comprehensive set of state-level aggre-
gate survey-based explanatory variables that gauge US
consumers’ concerns and arrive at a parsimonious LPM,
normalized for better interpretability (the estimates for
which are reported in Table 7 above). The estimates
suggest that (ceteris paribus, on average, on the US state
level), a greater extent of consumer health concerns as
measured through avoid_contact is associated with a
greater probability of the substitution event occurring
as theorized in the central hypothesis. The normalized
LPM is robust to the exclusion of less strongly explana-
tory X variables, and further PCA and RFC analyses
corroborate the importance of survey-based X variables
and justify the inclusion of other controls.

An important note on the robustness checks under-
taken above is that such exercises are not intended to
establish internal validity (a causal relationship between
consumers’ health concerns and substitution/changes
in their expenditure). The most prominent hindrance
along the way would be that neither the dates related to
the onset or spread of the COVID-19 pandemic, nor the
relevant nation-state-level policies, have sources of vari-
ations that are as good as random and resemble those
from the gold standard of causal inferences as in ran-
domized controlled trials (RCT). The inherent suscepti-
bility of survey-based data to additional unobservable
endogeneity issues such as reporting bias—especially
when the pertinent questions are related to the daily
life and health of individuals—further weakens the
grounds for causal inferences. Nonetheless, following
Lu and White (2014), the additional robustness checks
in section IV.III above help establish the plausibility of
the model specifications in this study and lend support
to its structural validity.

Another important source of limitation is that the
intermediate level of spending category aggregation is
exogenously determined by Affinity Solutions Inc. As
the author does not have access to the actual expendi-
ture level data, it is impractical to construct alternatives,
as the sum of first-order differences is not permutable
with the first-order difference of alternative aggregates
which must first be adjusted for representativeness and
noise reduction, thus necessitating the original level
data for any alternative formulations. Similarly, though
the Revealed Preferences approach in microeconomics
(WARP and SARP) may help with testing for the possi-
ble duration of the theorized substitution event through
non-parametric testing, such tests would require ma-
trixes of expenditure level data and price levels, which
are infeasible to the scope of this capstone study.

Lastly, the current survey data published by the
main NBER paper through Opportunity Insights on
GitHub covers a relatively short period of time—less
than two years, immediately before and during the pan-
demic. To the best of the author’s knowledge, though
there exist other nationally representative surveys that
gauge US consumers’ health-related concerns—such
as USC’s Understanding America Study16—such other
surveys started only after the onset of the pandemic or
the declaration of the national emergency and cannot
constitute potential alternative measures of S1

it or Sit,
as estimates or inferences regarding the substitution
event require data points both before and after the pan-
demic. More post-pandemic data points would also
be necessary for the generalizability of the association
inferences based on the parsimonious LPM in the end.

V. Further Research Directions

A first strand of possible research extension would
be contingent upon increased data availability as time
passes post-pandemic, such that the different points in
time for inferences of substitution effects could be pre-,
during, or post-pandemic. Further extension studies
could be conducted as more post-pandemic data points
become available, for generalizability and inferences
regarding whether the estimated relationship between
consumer health concerns and the substitution event
persists over time.

Additionally, in the medium-to-long term, the pan-
demic may interact with ongoing trends such as digi-
talization—effects such as a stronger uptake/demand
of digital technologies, adaptation to remote working
methods, and stronger network effects associated with
digital technologies are likely to stay. A different in-
teresting area of study could be regarding such poten-

16“Understanding Coronavirus in America tracking survey” at https://covid19pulse.usc.edu/.
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tial relationships between the accelerated digitalization
trends and consumers’ adoption of online formats of
final purchases.

Lastly, access to expenditure level data may allow
non-parametric testing using WARP and SARP, which
can gauge the potential duration of the substitution
effect. Such access–either with better accessibility to
the spending level data or in cases of privileged non-
disclosure uses—could also provide ground for the
construction of alternative aggregation of spending cat-
egories, as further robustness checks for inferences in
this study.

VI. Conclusion

Following the atypical recession brought about by the
COVID-19 pandemic, this paper investigates the extent
to which consumers’ COVID-related health concerns
help contribute to substitution effects in their demand
away from in-person services and towards remote ser-
vices, on a state level, in the US. Distinguishing health
concerns from alternative potential contributing factors,
such as actual COVID disease incidence, changes in
physical mobility trends, and state-level COVID poli-
cies is essential, as those disparate explanatory factors
could entail very different policy implications for gov-
ernments, or insights into consumers’ decision journey
for firms that seek to establish comparative advantage.

Whereas neither separate initial MLR OLS model
is robust to the inclusion of a more comprehensive
set of survey-based independent (X) variables, the esti-
mated coefficient of a newly constructed binary variable,
Remote_g_InPersonit, on the X variable avoid_contact in
the LPM remains robust to the exclusion of less strongly
explanatory X variables. Further principal component
analysis (PCA) and random forest classification (RFC)
analyses corroborate the feature importance of survey-
based X variables and justify the inclusion of other
controls, thereby ascertaining the plausibility of the
LPM specification (structural validity). The eventual
parsimonious LPM then provides evidence supporting
the central hypothesis that (ceteris paribus, on average,
on the US state level) a greater extent of consumer
health concerns, as manifested through more cautious
daily activities such as avoid_contact, is associated with a
greater likelihood of the substitution event (away from
in-person and towards remote expenditures (%∆)) oc-
curring.

This result highlights the unique role of consumers’
behavioral traits in determining (changes in) their de-
mand. It suggests that policies supporting post-COVID
recovery and development should address and alleviate
consumers’ health-related concerns. Firms may also

need to beware of any changes in the composition of
consumer demand due to the substitution event occur-
ring and adjust their strategies accordingly for profit
maximization. More generally, this paper emphasizes
the importance of incorporating multiple sources of
granular, publicly available datasets to corroborate sta-
tistical evidence for identifying contributing factors and
micro-level mechanisms behind macro-level socioeco-
nomic phenomena.
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V. Appendix A - Summary Statistics of Other Variables

14



NYU Abu Dhabi Journal of Social Sciences • Fall 2023

15



NYU Abu Dhabi Journal of Social Sciences • Fall 2023

16



NYU Abu Dhabi Journal of Social Sciences • Fall 2023

VI. Appendix B - The Construction of Remote_g_InPersonit

For simplicity of notation, let us define and denote Y1 := ∆spend_remoteservices and Y2 := ∆spend_inperson.
The central research hypothesis theorizes a substitution away from in-person (Y2) and towards remote (Y1)
expenditure (% changes), which would imply a higher ∆spend_remoteservices(Y1) than ∆spend_inperson(Y2).
And on relative terms, this is equivalent to the event Y1 > Y2 ⇔ Y1 − Y2 > 0.

There may exist other possibilities/interpretations, but they do not apply as accurately in the context of this
study. For instance, the event that Y1 > 0 ∧ Y2 < 0 is a subset of the event Y1 > Y2. But the former imposes
additional restrictions that ignore, for instance, cases where both are positive/negative but still one is greater than
the other.

Another possible formulation could take into account both the sign and magnitude of the percentage changes
and corresponds to the dummy variable that is equal to 1 if:

Y1 > Y2 > 0

Y1 > 0 > Y2

0 > Y2 > Y1

For a concrete instance, this would mean that the dummy variable value is 1 if Y1 = −5% and Y2 = −2%. But
in that case, the change in Y2 is less negative than that in Y1—i.e., Y1 suffers a greater extent of decrease than Y2,
which would be indicative of substitution away from Y1 toward Y2, a contradiction to the RQ focus and hypothesis.

The "greater than" operator in all cases is applicable, contributing to a simple Y1 > Y2 ⇔ Y1 − Y2 > 0
LPM model. The dummy dependent variable is named Remote_g_InPerson, which is equal to 1 if Y1 > Y2 (i.e.,
∆spend_remoteservices > ∆spend_inperson) and 0 otherwise.
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